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SUMMARY

The Univac-490 Communications Processor at the
Mission Control Center at Houston, Texas, has been
analyzed for its capability to process a peak Gemini
data load. The analysis technique has been to develop
a logical model which represents the way in which the
Communlications Processor performs its highest priority
processing task., This 1s followed by the application
of a Geminl data load to the model.

The highest priority Processing task specified
by the model i1s the recognition that a certaln complete
segment or frame of data 1s avallable in the Communications
Processor. An integral part of this task 1s the temporary
storage of several identifylng parameters associated with ‘f‘
the specific frame of data. This task has been classified
as the first level of Processing or Pl' Additional analysils
work is required to develop the lower levels of Processing,
which have been classified as Pg, P3, and PM‘ These levels

operate upon the data frame, through the appropriate worker

program, and arrange for proper data output.
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The results of the Pl analysis have been expressed
in the form of the margins against data loss. When the 1live
Gemini mission load alone was applied to the algorithm, or model
there was no degradation in the margin against data loss,
However, when the simulation load was added to the llve
load, there was some reduction in the margin. This margin

reduction had no significant effect on systems performance.
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MEMORANDUM FOR FILE

. 1. Introduction

The Communications Processor (CP) at the Mission
Control Center - Houston (MCC-H) handles digital data
traffic flowing during manned spaceflight missions. The
CP consists of a Univac-490 computer surrounded by various
peripheral equipment. The‘éubject of this memorandum is
the analysis of the capabilities and limitations of the
CP, in the active support of Gemini missions,.

In the initial phase of this analysis work, 1t was
declded to separate the overall function of the CP into
three categorles: Transfers, Storage, and Processing.

The Transfer function performs the task of transferfing
data characters between the Communication Line Termlnals

‘ (CLT's) and designated buffer areas in core storage in the
Univac-490 computer. The Storage functlon essentially
"takes over" where the Transfer function ends. Specifilcally,
the Storage function 1s primarily concerned with the time

‘ usage of the aforementioned buffer areas 1in core storage.



Analyses have been conducted of both the Transfer and
Storage functlions, The results of these analyses have
been documented in membranda;l’ 2

The remaining'function to be analyzed 18 the
Processing function, The Processing function essentlally
takes over where the Storage functioh terminates. To
11lustrate: assume that a buffer has been filled with a
complete message segment or frame of data. When the CP
has accumulated a complete frame, it must first recognize
this fact, then decide what to do wlth the frame or
message, and ultimately initiate action for its appropriate
disposition. This then is consldered as the overall
Processing function,

It has been convenlent to break the overall
function of Processing into four levels, The first level
i1s designated Pl,Aand performs the task of recognizing that
a certain complete ségment of data 18 avallable to the CP,
The second level (P2) performs a "real-time" analysis of the
segment or message. The purpose of this analysis routine
18 to determine which of the several communications worker
programs should get this message for further processing.

The third level (P3) is the actual handling or processing

by the chosen worker program. An example of the activitiles
in this category would be the converslon from the data

format found on the communication circuits to the data
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format required by the Real Time Computer Complex (RTCC).
There 18 a fourth level (Pu) of Processing which performs
various communications housekeeping tasks such as con-
trolling the traffic flow to and from the RTCC,

The four levels of Processing are roughly arranged
in descending order of priority. For example: 1f several

simlilar messages are avallable for processing at the same

time, Pl’ which recognizes that a complete message 1s

avallable, will always be carried out for all these messages
first. When this 1s accomplished, processing will proceed

to the lower levels of P2, P3, and P&‘ Since P1 represents

‘ the highest priority level of processling, and wlll be

given preferential treatment in case of conflict, 1t was
decided to first analyze the capabillitiles and limitations

of the CP to perform this first level of processing.
Therefore, this memorandum has been dedicatéd to the analysis

of P It is intended to directly follow this work with

1.

succeeding analyses to cover levels P2 through P4.

2. First Level Processing (P,)

irst level processing has been, until now,
exclusively defined as a function, i.e., recognition’that
a complete data segment 18 in hand. Let us next conslder

how this function 1s accomplished with the Houston CP.
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The CP system has been designed to'operate in a
"real-time" communications environment. As such it is
required to rapidly respond to the communications needs of

the various circults interfacing with the CP. The method

‘chosen for accomplishing this rapid response is the

Program-Interrupt Technique. W1th this technique, the

CP can go along performing useful work by executing a
sequence of instructions in a program, When a communications
Interrupt occurs, the instructlon sequence can be temporarily
halted while the appropriate response to this "real-time"
communicatlons need, can be made.

There are two basic typeé of communications
interrupts: external and internal., The external interrupt
is activated by a signal announcing that a frame of data
has come to its end. Therefore, since this analysis 1s
limited to the recognition that a complete segment of data
is in hand, we will be concerned only with external inter-
rupts hereiln. '

It should also be recognized that the end of a
segment of teletype data 1s typlcally signaled by an
internal interrupt. However, the conslderations of teletype

have not been lncluded in this memorandum for two reasons:
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First, teletype is relatively slow so that the time margins
avallable for its handling are an order of magnitude greater
than the high speed data.' Secondly, the internal interrupts
assoclated with teletype segments are handled at a lower
priority than the external Iinterrupts. Therefore, teletype
interrupts can have essentlally no effect on these loading
considerations., Now that we have constrained the analysis
to the recognition of external interrupts on high speed

data lines, let us next investigate the way in which these

interrupts are generated, and how they are handled.

a. External Interrupt Sigﬁals

The generation of external interrupts i1s shown
pictorially on Figure 1. A data line, and a ready line*
are shown connecting a peripheral recelver to a Standard
Communications Subsystem (SCS). The SCS in turn is con-
nected to the Univac-490 computer by an Input/Output (I/0)
channel, The Communications Processor (CP) is comprised
of the 490 computer and several SCS's, as well as several

other peripheral units, not shown here.,

*There are several other lines running between these two’
units; however, for this analysis, 1t 1s necessary to be
concerned with only these two.



Let us now assume that a stream of data is coming
into the peripheral receiver.from a communications circuit.
The data stream flows from the peripheral receiver to the
SCS over the daﬁa line. From the SCS, the data flows into
the 490 computer over the I/0 channel. ’

Two frames of data (Fy and‘Fg) are shown on the
data line. Each frame is comprised of "M" characters,
designated cl, Cos ses cM.

It will be seen that a transistion from a negative
to a positive state occurs on the ready lline at the start
of each data frame. Whille data 1s flowing, the ready line
remains in the positive state. At the end of each frame
there 18 a positive to negative transistion on the ready
line. It 18 this negative transistion that signals an
external interrupt, indicating the end of a frame of data.
As shown on Figure 1, interrupt Il occurs at the end of

frame Fl’ and I, occurs at the end of F2.

2
When an interrupt occurs, i1t is noted in the SCS
by the setting of a loglcal element. This in turn causes
an interrupt signal to be sent from the SCS to the 490
computer over the I/0 channel. No further data transfers

can occur on this channel until the interrupt 1s accepted

by the computer.
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The arrival of the interrupt signal in the 490
computer accomplishes two basic tasks. First, 1t causes
a halt 1n the program in progress; and secondly, it

initlates a Jump to a speclal sequence of instructions

- which have been constructed to accommodate the interrupt.

The operation of this instructlion sequence will be covered

in the next section.

b. Record Interrupt Sequence

The Record Interrupt Sequence 1s a short routine
of approximately thirty-five instructions.* This sequence
or process, which 1s essentially the heart of first level
processing (Pl), requires about 300 microseconds (us) for
its execution time. If other interrupts occur after this
sequence has started, they cannot be acknowledged until
after the sequence 1s complete. Programwise, the Record
Interrupt Sequence is given top preferential treatmeﬁt in
that another program sequence of instructions wiil always
be halted while this Record sequence 1s executed.

After the Record Interrupt Sequence has been
completed, & return is made to the Point Of Interrupt (POI).
In other words, a return 1is normally made to the place in
the program sequence that was in progress at the time of

interrupt.

*This assumes an external interrupt on an incoming high
speed data line, and that the program mode has been set
to nonsuspendable,



-8 -

The Record Interrupt Sequence performs four
basic tasks., First, it must recognize that an lnterrupt
has occurred. Secondly, 1t témporépily saves (stores)
the required information concerningithe segment of data
which 1s€now in storage as heralded by the interrupt.

This 1hfo?mation 1s required for subsequent processing.
Thirdly, the Record Interrupt Sequence "toggles" speéific
high speed buffers. This 1s princlpally a task of address
modification. It'consists of supplying the address of

the next buffer to be used. This "toggling" operation

18 necessary 80 that when a new framevﬁf data begins
flowing in on this particular circuit,zit wlll be directed
to the correct buffer area. Lastly, 1ttis necessary to
place the interrupt which indicates a reéeived frame of
data, in a queue. This interrupt queue is required because
of the following set of circumstances. Each I/O channel
is typlcally multiplexed, fhrough a Standard Communication
Subsystem (Scs), to serve several communication circuits.
Since 1t 18 possible to have coincldent interrupts on
these several circuits, and since only one interrupt may
be processed at a time, it 18 therefore necessary to

establish an interrupt queue.
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After‘the Record Interrupt Sequence has been
completed, by performing the four basic tasks.Just
described, 1t returns to the Point Of Interrupt (POI).

The return to POI is caused by the last instruction in
the sequence. In addition, this last instruction also
causes release of the interrupt lockout. .Therefore, if
another interrupt had occurred in the interim, it can be
accommodated at this time.

The foregoing discussion has described the opera-
ting characterlstics that apply to first level processing
(Pl) for messages received from the high speed data circuits.
This type of trafflc will encompass the bulk of the load
which will be applied in this processing analysis, There
is, however, one additional type of entry, which 1s the |
traffic from the Real Time Computer Complex (RTCC) at
Houston, The operating characteristics pertaining to Pl’
in the RTCC case, are essentlally the same as those
described for the high speed data circuits, with one
notable exception., With the traffic from the high speed
data circuits, a new buffer area 1s set up as part of the
Record Interrupt Sequence, However, in the RTCC case, a
new buffer area is not set up as part of the Record Interrupt
Sequence, but is obtained a little later, under a lower

priority worker program. This comes about because of the
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special nature of the RTCC demand-response Iinterface,
With this interface, data can be made to walt for an
interval (up to several milliseconds) in the RTCC until
the CP indicates that 1t 1s ready to receive 1t, Now
that the basilc characteristics of the first level
processling functlon have been explored, they will be
embodlied in an algorithm which will be developed in the

next sectlon.

3. Processing Algorithm

A model of the first level Processing function
(Pl) has been constructed in the form of an algorithm,

This algorithm is a formalized logical description, in
dlagramatic form, that specifies the way in which Pl
operates.

The method of developing the modei has been to
rigorously specify the loglcal operations of the Communi-
cations Processor, when it performs the stated processing
function, then to incorporate these logical operations
into the form of an algorithm diagram., It 1is anticipated
that this algorithm dlagram willl provide an analysls tool
which may be applied to other spaceflight data loads of a
similar type. .

This section will be devoted to a geheral descrip-
tlon of the algorithm, while a detalled description will Dbe

given>1n the Appendix A.
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The basic task of the algorithm 1s to determine
the amount of 490 computer time used by P1 Processings
then to determine if this time usage had any adverse
effects on overall Communications Proceésor operation.

The most serlious effect of consuming too much time in
Processing, 18 the loss of data. This can occur 1if
sufficient time 1s consumed by Processing so that no

time 18 left for transferring a succeeding data character
into the computer, 1In thls case, the incoming data
character would be lost. This, of course, polnts up the
potentlial interaction between the two major CP functions
of Processing and Transfers, It 18 therefore indicated
that we must ultimately conslder these two functlons
together.

The P1 algorithm essentlally operates by keeping
track of a running variable "T", which indicates time. At
some arbitrary time "zero", all of the potential entries
for Processing are logged in. The first Processing entry
1s then chosen, according to an eétablished priority scheme,
and "T" i1s adjusted to reflect the amount of time consumed
by Processing. After this, the next highest Processing
entry 18 chosen, and "T" is again adjusted to reflect the
P1 Processing time used. This operat;on 1s iterative,

continuing until all entries have been Processed.



L 24

- 12 -

As the algorithm is proceeding through 1ts task
of keeping track of "T", the status of succeeding data frames
1s belng surveyed., This task is done in order to determine
potential contention for the computer's resource of time,
If contention 1is fbund, the ahount of margin against data
loss 1s measured. If the usage of this margin exceeds
100%, data loss results,

Now that the algorithm has been developed, the
next step 1s to develop the processing loads that will be
applied to this algorithm,

4, The Processing Load

The obJective here, 1s to develop a processing
load to apply to the algorithm. It i1s desirable for this
load to apply the maximum stress that could actually occur
during a Geminl mission. Therefore, let us first develop
the type of load that produces a stress situation, then

develop the actual loads.

a. A Stress Situation

As stated earlier, once processing (Pl) has
started on a selected interrupt, all other interrupts are

ignored (locked out), until the end of the Pl sequence.,
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This then, constrains the 490 computer, to processing one
interrupt at a time. Therefore, because of this one-at-a-
time characteristic, an element of a stress situation, 1is
to have a relatively large number of interrupts occur
coincidently.

When an interrupt dccurs on some I/0 channel,
the succeeding frame of data on this‘channel cannot be
accepted into the 490 computer until this interrupt is
acknowledged.* Thérefore,'the other element of a stress
sltuation, 1s to have the succeeding frame of data follow
very closely, the frame that caused the interrupt. An
attempt has been made to maximize thede two characteristics

in the selected load.

b. A Stress Load

Stress loads have been previously developed, in
collaboration with the NASA-MSC communications group, for

the Transferl 2

and Storage™ analyses, These loads were
based upon a Gemini two-vehicle mission, The time perilod
assumed occurs several minutes after the Geminl launching
with the Gemlinl vehlcle in radar view of both Cape Kennedy
and Bermuda. In addition, an Agena vehlcle, which was

previously launched, 18 on a (ape Kennedy flyby.

*The interrupt 1s acknowledged by executing a "Store
Channel" instruction.
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The same type of load has been found sultable
for this processing analysis, wlith many of the entries that
were uséd in the other analyses carried over. However, in
order to maximize the stress characteristics Just developed,
it was assumed that frame endlngs were coincident. This
was not the case in the "Transfer" analysis loads, where
frame endings were ﬁon—coincident.

Each line on Figure 2 represents an external
interrupt, which has heralded the end of a frame of data
or mesgagej tne lines belng in descending order of priority.
All of the basic information concerning each interrupt 1s
given on the figure. This includes the identity of the /0
channel, and Communicatlion Line Terminal (CLT) contributing
the interrupt; the number of bits in each frame, the number
of frames per second, the time taken to transmit each frame
in milliseconds, transmission rate on each communication
line, as well a8 the source of each data frame.

It will be noted that this represents the stress
"live" load only. In addition, a "simulatlon" load has
been developed, in the same type of format, and is shown

on Figure 3,
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5. Derivation of Results

In order to more clearly demonstrate the deriva-
tion of the analysis results, 1t was declded to construct
a graphlical presentation. This has been carried out for
the Gemini live misslon alone, and then another graph
depilcting the results of combining a Gemini "simulation"
load with the "live" mission, has been constructed. |

The graphs are in the form of time usage charts,
which display the amount of time used for the P1 Processing

operation.

a, Gemini Live Misslon

The results of processing the Gemini live load,
have been plotted graphically on Figure 4. The end of
each data frame, which causes an interrupt, is shown on
the left-hand side. Each frame 1s ldentified as to type
of data and the number of the Communication Line Terminal
(CLT) contributing the data frame. The time consumed by
the Processing operatlon (Pl) 1s shown by the dashed line
step function on the figure. |

The interrupting frames are arranged in descending
order of priority and are grouped by I/0 chaunels., The
first frame is the teletype broadcast coming from the Real
Time Computer Complex (RTCC), over I/0 Channel 14, It will

be seen that it requires about 0.13 ms to process this
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frame, i.,e., record the interrupt. Since this is the only
interrupt on Channel 14, processing next moved to Channel 13,
The first frame to be processed on Channel 13 is
the Geminl telemetry coming into the 490 computer from CLT
Number 73. It will be seen that this frame had to wait
for 0,13 ms whille the teietype broadcast frame was belng
processed, Next a freme of Bermuda radar 1is processed and
8o on down the Channel 13 interrupts, until processing has
been completed on this channel. Thils occurs at 1.93 ms,
as shown on the drawing.
The processing operation now moves down to
Channel 12, where 1t first serves the GE/Burroughs frame
of data. Again, processing continues down to the Cape
Kennedy Impact Predictor frame, where it 1s completed at
3.13 ms,
In the development of this Processing analysis,
1t has been revealed that the computer's resouce of time is
subJected to stress by P1 Processing., Therefore, the
heavier the P

1l
Exceedling the P1 time limitatlon 18 not reflected in

load, the more computer time will be used.

degradation to P1 itself, since P1 1s the highest priority

task, and will always be performed first. Rather, if Pl
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uses excess time, insufficient time will remain for the
computer ﬁo perform 1ts remaining tasks. If this happens,
the most serious outcome envisioned is one that would
result 1n lost data,*

Lost data could occur if the 490 computer had
used suffilcient time 1n carrying out P1 8o that no time
remalned to perform character'Transfers. In order to
investigate this possibility, the character Transfer

request, occurring at the shortest possible time after

the coincident interrupts, was chosen. This 1s a request

to transfer the first character in a succeeding frame of
TITAN, as shown in Figure 4. It should be noted that the
TITAN TLM frame on Figure 4 1s the only one concerned
with character transfer; therefore, this frame 1s not as
yet in the computer, The other frames shown are already
in the computer, and are being Pl Processed.

It wlll be noted that the frame of TITAN telemetry
started to come into CLT-47 at 0.4 ms. This 1s the time at
which the first bilt of the first character starts serlally
into the assembly register of the CLT, The serlal bit
stream comprising this character will be completely in the

assembly register of the CLT by about 2.8 ms. At this time,

*There 18 also a less serlous outcome envislioned which 1s
the potential delay to character transfers from the RTCC.
This 1s covered in Appendix B.
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the character will be'ready for parallel bilt transfer
into the 490 computer. Its readiness for trahsfer 18 slg-
naled by a transfer request, as indicated by the upward

pointing arrow at about 2.8 ms. If the computer is free

(not performing a higher priority task) to accept the

character at this time, 1t will be immediately transferred
in. In the case of the live mission load alone, as shown
on Figure 4, the computer is free at this time. It is free
because all higher priority requests (interrupts) have
already been processed. Therefore, this first character
in the TITAN telemetry frame 1s transferred into the 490
computer 1mmed1ate1y.k

If the 490 computer had not been free to transfer
this character immediately, 1t would walt in a queulng
register in its CLT. Since it 1s a single character
queuling register, the character may walt only for the
length of time 1t takes to assemble the next incoming
serial character. The limit on walting time in this
specific case 18 shown to be 5.2 ms (Figure 4). If this
limit is exceeded, data loss will result. However, this
18 of no concern here, since the character was transferred
immediately, and did not have to walt in the queulng

register,
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It has been shown that the request to Transfer
the first character in the TITAN frame occurs at 2.8 ms,
Further, this request must be serviced before exceeding
the time 1limit of 5.2 ms. Therefore, thls interval
between 2.8 ms and 5.2 ms may be considgred as the margin
against data loss., As noted earlier, none of this margiln
against data loss was used by Pl Procegsing the live load.

It should be realized, before leaving this sectlon,
that other data frames also start in the time interval
encompassed by the abscissa. However, the most critical
case envisioned, was the TITAN frame shown, Therefore,
the other frames occurring in this interval are not

shown,

b. Gemini Combined Live and Simulated Misslons

The results of processing the combined loads have
been plotted graphically on Figure 5. The small letter "s"
on several frames indicates that they are simulation
entries. The results are interpreted in the same way as
the live mission (only) Jjust covered in the previous
section. However, there are several differences which

require some discusslon.
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A Delta Clock interrupt has been added to the
Processing load. The Delta Clock 1s the only function
that has a higher priority than the external interrupts.

Therefore, wilth an assumed Delta Clock: interrupt occurring

at about 2.5 ms, 1£ would capture a servicing interval
Between Channels 13 and 12 as shown in Figure 5,

In addition to the Delta Clock interrupt, 1t has
also been assumed that a request to transfer a character

out to the magnetic tape unit has occurred at about 4 ms.

' This would not cause any difficulty in that it could only

add, at most, two 4.8 usec. memory cycles to the processing
time &sed. This, of course, is so relatively small that
1t cankot be seen on the millisecond scale on Figure 5.
Also, a small delay 1n transferring a character to tape
will have no adverse character transfer consequences as
discussed in the Transfer Memorandum., In addition to this
output tranﬁfer, several incoming charactér transfers could
also occur in this interval, with no significant effect,
The gombining of live and simulation loads has
necessarily placed a heavlier burden on processing time.
Therefore, the request at 2.8 ms to transfer the TITAN
character cannot be served 1mmed1ate1y, resulting 1in the
use of some of the margin against data loss. It will be
noted on Flgure 5 that at the time fhe transfer request
comes up (2.8 ms) on Channel 12, the 490 computer has

several higher priority interrupt requests as yet unserved
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on this channel., In other words, the computer must
acknowledge the outstanding interrupts from CLT's 63, 53,

and 47 on I/0 Channel 12 before the TITAN request can be
served. Thils occurs at about 3.6 ms as shown on Figure 5, as
the start of the remalning margin. Now taking the range
between 2.8 ms and 5.2 ms as the total margin against data

loss, 1t will be noted that we have used about 33% of this
margin, i.e., [(3’6-2‘8}{5.2_2.8)] x 100,

6. Results

The P1 Processing capabilities of the Unilvac-490
Communications Processor were shown to be adequate to handle
the Gemini peak loads developed in Section 4. This has
been shown on the time usage charts of Figures 4 and 5.

When the peak Gemini live load was applied to
.the algorithm, there was no reduction in the margin against
data loss. Next, the simulation ioad was added to thé live
load. With this combined load, the time usage of Processing
was such that, in the worst case, about 33% of the margin
againét data loss was used.

It has been established earlier that the most
serious consequence of uéing an excess amount of time in P1
Processing 1s potential data loss. 1In some cases, the
likelihood of lost data is greater than others. Specilfically,

data loss 1s more likely when there are very short time gaps
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between successive frames of data. With short gaps the

Pl Procassing time at the end of one frame may be very
close or even overlap the first character transfer
assoclated with the start of the next frame, Therefore,
in order to apply the most critical ¢riterion, in deter-
mining the margin against data loss, a circuit was chosen
with the shortest gaps between frames bf data. To cause
even more stress, the circuilt is low in the order of
service priority. Specifically, it i1s a line that carriles
the incoming Geminl and TITAN telemetry data frames into
the Communications Processor. The 33% margin usage, cited
in the prevlious paragraph, applies to this critical line
only. Other lines use conslderably less margin.

The significance of exceeding the margin 1s that
succeeding characters of data, seeking entry into the CP,
cannot be accommodated because the Processing time usage has
consumed the margin. When these characters cannot be
accommodated in time, they remain in a register too long and

are overwrilitten by the next succeeding character.
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THE GEMINI LIVE LOAD

TYPE
OF BITS FRAMES TIME PER °
DATA PER PER FRAME
FRAME FRAME SECOND IN MS
TTY
BRDCST, 2268 - 55.6
GEMINI
TLM 1740 1 362.5
TITAN
TLM 432 1 90.0
BDA
RAD 192 10 96.0
CKEN '
IP 480 4 240,0
GE/B 480 2 240,0
CMD-RTS
AMR 65 - 65.0
CMD-RTS
. BDA 65 - 65.0
GE/B 480 2 240.0
GEMINI
TLM 1740 1 362.5
TITAN
TLM 432 1 90.0
BDA
RAD 192 10 96,0 -
CKEN :
IP 480 4 240,0

XMSN,
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40.8

4.8
4,8
2.0

2.0
2.0

1.0
1.0
2.0
4.8
4.8
2.0

2.0

FIGURE 2

FRAME
SOURCE

MOC

B/F CH. 3
B/F CH. 3
DCU(R) -1

DCU(R) -1
DCU(R) -1

MDCS-1
MDCS-1
DCU(R) -2
B/F CH. 3
B/F CH., 3
DCU(R) -2

DCU(R) -2



THE GEMINI SIMULATION (SCATS) LOAD

TYPE ~
CLT OF BITS FRAMES TIME PER  XMSN.
1/0 PRIORITY DATA PER PER FRAME RATE FRAME
CHAN NO. FRAME FRAME SECOND IN MS KB/SEC. SOURCE
CMD
14 - LOAD 180 - 4.4 40.8 sSoC
AGENA
14 - TLM #3 }324 1 8.0 40.8 GSSC
SCATS
13 37 CMD 65 - 65.0 1.0 SDCS-1
SIM :
12 63 "CcMD LOAD" 96 - 96,0 1.0 MDCS-2
SIM
12 53 "RTS'"- CMD 65 - 65.0 1.0 MDCS-2
FIGURE 3
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APPENDIX A

The Pl Processing Algorithm

General

The Pl Processing algorithm 1s a logical model, in
diagramtic form.' It Specifies the operational flow of the
Pl Processing function performed by the UNIVAC-49O Communi-
cations Processor (CP). The task of ?1’ 1s to recognize that
a frame of data has been delivered into the CP. This task 1is
essentlally accomplished by a Record Interrupt Sequence of
instructions. This sequence 1s executed when an incoming data
frame has been completely receilved.

The ﬁasic function of the algorithm 1s to determine
the amount of 490 computer time used by P1 Processing. In
addition, this time usage 1s evaluated, to see if 1t has ex-
ceeded some limit. The time limlt for Pl usage 1s the point
at which serious degradation occurs 1n Communications Processor
performance. The most serious degradation envisloned, 1s the
loss of data. This could occur 1: enough time was used by Pl’
80 that insufficlent time remalned to transfer an incoming
data character into the 490 computer. .Therefore, the time
status of incoming data transfer requests 1s periodically

surveyed and compared with the time status of P1 Processing.
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In this way, it 1s determined, whether or not Pl time usage
has exceeded, or even approached 1ts time limit. This is
the main output of the algorithm. The criterion chosen to
measure -this time usage, 1s the margln against data loss.
The margin 1s a range in time. The start time of the margin,
is the time at which a data character 1s avallable for transfer
into the computer. If the computer 1s free at this time, 1i.e.,
performing no other higher priority tasks, i1t can transfer
this data character immediately. In this case, none of the
margin would be used. The termipating time of the margin, is
the time limit for transferring thils data character into the
computer, If the character 1s not transferred by this time,
1t will be destroyed by the next incoming character. These
two extremes are taken as the zero, and one-hundred percent
usage polnts respectivelye of the margln against data loss.
The algorithm also permits determination of all percentage
polnts between the two extremes, as well as polnts exceeding
one-~-hundred percent.

A subsidiary output of the algorithm 1s the amount
of delay to the transfer of incomlng characters from the
Real Timé Computer Compiex. This potentlal delay comes about
because of the demand-response nature of the interface between

the Communications Processor (CP), and the Real Time Computer
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Complex (RTCC). With this interface, data characters from
the RTCC will not be accepted by the CP while the CP is
performing its P, Processing function. Therefore, these
data characters, 1f there are any at this time, must be

held in the RTCC (delayed) until the CP has completed Py

Processing.

Although the algorlthm 1s not limited to the specific
situatlion used 1n this analysis, 1t 1s constrained to accomo-
date this type of situation. Specifilcally, the.algorithm is
designed to handle a P1 Processing load that consists éf all
external iInterrupts, and perhaps one or two Delta c¢lock inter-
rupts. The load 1s expected to have colncident frame endings,
which will be on circuits that are multiplexed onto three 490
computer I/0 channels. One channel will be used to serve the
Real Time Computer Complex (RTCC) circults, and the other two
I/0 channels will serve all the high speed data circults.

It has been convenlent to break the algorlithm into
a serles of‘sub-functions, and display each sub-function on a
separate dlagram. These are shown as diagrams 1 through 9.
Preceding the dlagrams is Table 1, which llsts the varlous
symbols used throughout the dlagrams. The varlous shaped
enclosure8 1n the dlagrams are used to denote ﬁhe different

operations, which are performed in the algorithmic process.
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The rectangles represent actlons which are takén, while the

‘ovals represent arithmetic manipulations. The d1amonds take
care of the loglc, 1in the form of tests and'binary (yes-no)

decislons. The numbered circles are connectién poinfs, with
identical numbers denoting common points in the process.

l. Inltializatlion

The first sub-functlon in the algorithm 1s.In1t1a11-
zatlon, and 1s shown on Dlagram 1. It is here, that the
starting conditions, for the algorithm, are established.

a. Setting "T"

The first operation, 1s of the arithmetic type,
which sets the running variable "T" to zero. "T", of course,
is primarily used to keep track of the amount of 490 computer
time used by P1 Processing.

b. Logging External Interrupts

The next operation, which 1s an actlion, logs in the
external interrupts at'T = 0. These interrupts represent the
Pl Processing load, because each interrupt signifies that a
frame of data has been completely delivered to the 490 com-
puter. It will be noted that the algorithm has been designed
to handle a group of colncident frames, l.e., each frame 1s
completely in the 490 computer at T = O. The reason for
choosing coincident frame endings 1s that this situatlion

places the greatest stress on Pl Processing.
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c. Logging Delta Clock Interrupts

. The next rectangle provide the opportunlty to
introduce a Delta Clock interrupt. Since the Delta Clock
interrupt 1s the only higher priority function, than Ex-

ternal interrupts, 1t must be accomodated when 1t occurs.

: d. Logging Transfer Requests

. The next operation 1s concerned with logging in
the initiation times of Transfer requests (Rij)‘ This is.
required because the algorithm must determlne a P, Prog—
essing time limit, which 1s a function of character transfer
times.

Input data request (for transfer) times may be

determined from the following equation: |

RU = Fi_J + (131J cij) - B1J/2

where
RiJ-= Request inlitiatlion time to transfer the first

character of the first frame following the
interrupt, on the ith circuit of I/0 channel J,

. FiJ = Frame start time, 1l.e., the tlme at which the
first bit, of the flrst character, of the next
frame (following the interrupt on the 1th circult

on I/0 channel J), énters the assembly reglster

‘ in the CLT,
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Bij‘= Time required to transmit each bit on the
1th circuit on I/O channel J, and

CiJ = Character slze, measured in the number of

‘bits, on the 1th circuilt on I/0 channel J. '

For example, the request (Rij) to transfer the
first character in the next frame of data, followlng the
interrupt on circult 47 (CLT priority number), on I1/0
channel 12, 1s computed as follows: '

This 1s a frame of TITAN data. It starts into the
CLT at 0.4 ms (after time zero); therefore, Fij = 0.4. Since
this circult operates at a transmisslion rate of 4.8 kB/second,
each blt required 0.208 milliseconds (ms) for transmission
or BiJ = 0,208 ms. Finally, each character in thils TITAN
frame 1s comprised of 12 bits; therefore, Cij = 12. Now put-
ting the whole equation together, we have R1J'= 0.4 + (0.208
x 12) - 0.208/2 = 2.792 ms. o

In addition to input data requests for Transfers,
the algorithm 1s equipped to handle requests to transfer char-
acters out to the high speed data circults. It has not been
-designed to accomodate output requests for character transfers
to the RTCC, since these are not expected to present a problem

(see Appendix B).
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Output high speed data circults requests may be
introduced at times when they would bé expected to occur,
It 18 not envisloned that any computation will need to be
performed to introduce these output requests. Rather, a
value, or values of RiJ may be postulated and introduced
directly. However, 1n'logg1ng requests, 1t 1is necessary to
differentliate the outputs from the inputs, because the
algorithm handles them differently.

e. Logging Transfer Limits

The next operation in Initialization, 1s the log-
ging of the time limit»for serving each input request. The
emphasis herein 1s on input requests, because a fallure to
serve an lnput request 1n time, results in data loss. On
the other hand if an output request is not served promptly,
1t 1s merely delayed. |

All of the input (to the CP) line terminating units
(CLT's and CCU's) are equipped with single character queuing
registers. When an incoming character 1s assembled, 1t 1s
placed in this queuing register. At the same time the trans-
fer request signal (Rij) 1s generated. .If the 490 computer
i1s not performing another task at this time, the character

willl be transferred in immediately. If the computer cannot
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serve the request lmmedlately, the character walts 1n the
queuing reglster. Since 1t i1s a sihgle character queulng
register, the walting character may remain in the queulng
register, only for the amount of time 1t takes to assemble
the next character. This 1s glven as (B1J CiJ)’ where B, ,
and Cj_‘j are the bit times, and character lengths, as des-
cribed previously. It is necessary, to reference the time
limit for the character walt, to the time when 1t is plaged
in the queulng register (Rij)‘ Therefore, the time limit
for serving‘each input data request for character fransfer
1s given as LiJ = RiJ + (BiJGiJ). For example, the time
1imit for serving the TITAN frame coming in on CLT-47 of
I/0 channel 12 1is L1J =2.792 + (0.208 x 12) = 5.288 ms.

Now that all the necessary information has been
logged in or recorded, we move on to the selection of the
first interrupt for Pl Processing.

f. Selecting Interrupt

Selection of the highest priority interrupt is
essentially conducted at two levels. The I/O channel 1s
the major priority, and the communication circult 1s the
minor priority level. The highest numbered channel is
given precedence over the lower numbered channels. Thefe-
fore, an interrupt on channel 14 would be served before an

interrupt on channel 13, etc.
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When an I1/0 channel has been selected, the particular
circult on that channel to be granted service; depends upon
the prlority number of the CLT that terminates the circuit.
Again, the highest numbered CLT will be given prefereﬁce over
the lower.

On I/0 channel 14, which interf .ces with the RTCC,

. the Communlications Control Unit takes the place of the CLT.
In this case, the priority of the circults from the RTCC from
high to low is: MOC, SOC, and GSSC.

2. Processing Interrupts

The second sub-function in the algorithm 1s Pl Proc-
essing as shown on Diagram 2. Thils, of course, 1s the heart
of the algorlithm, where we keep track of the amount of time
cdnsumed by P1 Processing.

It will be seen that this dlagram 1s entered through
connector 1. Thils 1s the point from which we have Just come,
on the previous diagram (1). Therefore, the first interrupt
to be processed has been selected. Now 1t must be determlned,
whether or not this external interrupt 1ls from a high speed
data (HSD) circuit (line). If the interrupt 1s from an HSD
line, it willl require about 0.30 ms for Processing. Thils 1s

shown on Dlagram 2 by increasing the value of "T", which 1s
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initially zero, by 0.30 ms. This 1s the amount  of 490
computer time consumed by going through the "Record Inter-
rupt Sequence" of program instructions, as well as "Toggling"
the high speed buffers.

If tﬁe interrupt is not from an HSD circuit (line),
‘1t will be from the RTCC or the Delta Clock; It 1s récog-
nized thét other types of lnterrupts are possible in this
system, however, this algorlthm 1s constrained to the ex-
‘ternal HSD, and RTCC interrupts generated by incoming data
frames, as well as the Delta Clock interrupts. In elther
case (RTCC or Delfa Clock), only 0.13 ms is required for P,
Processing, whlich 1s shown in the lower oval on Dlagram 2.
This reduction in Processing Time (0.30 ms to 0.13 ms) comes
about because there is no "Toggling" operation to be per-
formed when "Recording“ an RTCC or Delta Clock interrupt.

After the value of "T" 1s properly adjusted, the
algorithm 1s at the connector 2 point. From here, the process
moves oh to connector 2 on the next sub-function shown on |
Diagram 3. _ |
3. Selecting the Next Interrupt

The sub-function of selecting the succeeding inter-
rupt for Processing, 1s shown on Diagram 3. The flrst oper-

tion is a step of loglc. It is used to determine whether or
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not there are more interrupts (data frames) for PlAProcessing.
If the answer 1s yes, the highest priority outstanding inter-
rupt 1s selected for Procéssing. However, before moving on

to Processing, another determination 18 made as shown by the
second diamond enclosure on Dlagram 3. Here 1t 1s determined
whether or not there is a possibllity of using any of the
margin against data loss. If all requests for transfers are
to be released* at times greatér than "T". (T reflects the
current time status of P1 Processing), there can be no con-
tentlon between transfer and Processing. It therefore
follows, that there can then be no usage of the margln against
data loss. If there 1s no possible contention, a "yes" answer
results here. Thils, of course, places the process at connectér
l, from where it 1s returned to Diagram 1. This permits the
last selected 1nterrupt to be Processed.

If a "no" answer had resulted at’the second decision
polnt on Diagram 3, 1t would have indicatéd the possibility of
some margin usage. In thils case the process would have been
directed to connector 3 on Diagram 3, which leads to the next

diagram.

* Transfer requests are released at thelr initiation times
(Rij)’ which were logged in as part of the first sub-function

of 1nitlalization.
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4, (Classifying Transfer Request

The process of classifying a transfer request is
shown on Dliagram h, On entefing this diagram, 1t has al-
ready been established, that one or more requests for trans-
fer occur at times, that could confllct with P1 Processing.
The basic purpose of this sub-functlion, is to deal with these
requests systematically.'

It should be recognlized that there may be more than
 one transfer request to deal with. Therefore, if several
requests have been lnitiated, we must somehow choose them,
one-at-a-time, and examlne them. The mechanism for choosing
them, 1s on the basis of priority. It has been declded to
select the highest priority request first, since thls would
typically be the first one to be served. This operation 1s
shown by the rectangle on Diagram 4.

After the request 1s selected, 1t must be classifled,
since different types of requests are handled differently by
the algorithm. At the first step in logic (the diamond en-
closure), it is determined whether or not it is an RTCC'reqﬁest.»
Assume for the moment, that it 1s not an RTCC request. In this
case; 1t must be a high speed data (HSD) line' request, and we

obtain a "no" answer. Thls takes us to the second decision
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point on Diagram 4., Here, it is determined if the transfer
request 1s on the other HSD I/0 channel of the 490 computer,
which is not active with the current 1nterfupt. If this is
the case, a "yes" answer 1is obtained, and the process moves
to the next decision point. Here 1t is determined whether
or not the request priority’is greater than the interrupt
priority. If the answer 1s yes, the process moves on to the
next diagram, through connector 4, where the request will be
Processed. To recap; this chain of loglic has classifled this
transfer request as an HSD iine request, that has occurred on
the higher priority HSD I/0 channel. At the same time, 1t
should be reallzed that the currently selected interrupt, 1is
on the lower priority HSD I/0 channel.

If the request prliority had not been greater than the 
interrupt priority, it would have indicated that the request
was on the lower HSD I/0 channel. 1In this case, the request
could not be served, because of the outstanding interrupts on
this lower priority channel. Therefore, the request is in-
hibited for one Pl service interval before 1t 1s again examlned.
The reason for inhlbiting the request for one service interval
is twofold. First, the situation may change after the next
service interval, i.e., the request and interrupt could now

be on the same I/O channel. Secondly, we want to remove this
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request from the hext test, 1.e., "More Rij < T™"? This test
determines whether or not there are any more transfer requests
to be examined. If the answer 1s yes, the process 18 returned
to the top of Diagram 4, through connector 3, and a next
request 1s selected, etc. If the answer 1s no, we return to
Diagram 2, through connector 1, and Process the last selected
interrupt.

If the request had been on the same channel as the
interrupt, and this was the lower priority channel, the process
would have led to connector 7 on Diagram 4, This leads to
Diagram 8 which 1is described later. If both request and
interrupt had been on the higher priority channel, it might
be necessary to jump down to the lower I/0O channel to Process
the next interrupt. This wili occur 1f the request 1s'from a
higher priority CLT than the currently selected interrupt.

The reason for this 1s the outstanding interrupts on the lower
priority HSD I/O channel, which are akhigher function priority
than transfer requests. This logic 1s shown by the lowest
diamond and rectangle in the center.of Diagram 4.

5. Serving HSD Request on a Non-P, Busy Channel

The serving of a high speed data regquest on a non-Pl

busy channel* is a simple process as shown on Diagram 5. In

*A channel that is not engaged 1n the recording of external
interrupts. ,
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serving the request (effecting the transfer), a small amount
of computer time is used. The time used amounts to; two 4.8
microsecond (us) memory cycles, or a total of 9.6 us (0.0096
ms), as shown in the oval. One memory.cycle-is used to up-
data é Buffer Control wdrd (BCW), and the other to actually
transfer the data character. Thils operation 1s not limited
to 1nput'or output transfers, but will handle elther type.
After the request 1s served, 1t must be determined whether

or not there are any more requests that have been released,
i1.e., any R1J<< T. If the answer 1s yes, the process returns
through connector 3, to Diagram 4. Here, the request goes
through the classifylng sub-function, which has been previously
described. If the answer 1s no, on Dlagram 5, the process 1is
returned to connector 1 on Diagram 5. Then it returns to
connector 1 on Dlagram 2 for Processling the lnterrupt.

It will be noted that no record is kept, of the de-
lays in serving transfers on thils non-Pl busy channel. The
reason for this 18 as follows; the operating characteristlcs
of the Communlcations Processor are such, that a significant
delay to these transfers is virtually impossible. In other
words, transfer requests on the higher priorilty non-Pl busy

channel will always be served almost immediately.
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6. Logging RTCC Requests

When a request to transfer a data character 1s not
associated with a high speed data (HSD) 1line, 1t 1s assogia—
ted with the Real Time Computer Complex (RTCC) lihes.‘ Inj
thils case (RTCC),.the transfer request 1s handled differehtly
than the HSD line requests. The algorithm sub-functions 6ﬁ
Diagrams 6 and 7, are dedicated to handling these RTCC data
transfer fequests. | |

Diagram 6 1s entered from coﬁnector 5 on Diagram 4.
At this point 1t has been established that the transfer re-
quest 1s not assoclated with a high speed data line. There-
fore, 1t must be assoclated with the RTCC lines.

It will be noted that the first operation on Diagram
6, 1s to log the RTCC request. The reason for logging, and
not sefving the request, 1s dictated by the demand-response
characteristics of the interface between the Communlcations
Processor (CP) and the RTCC. This interface operates with a
"Ready-to-Receive" line. This line 1is activated by the CP
when 1t 1s ready to recelve data characters from the RTCC.
Activation of the "Ready-to-Recelve" line takes place in a
sequence of instructions cdntained in a communicationé worker
program. However, as long as the CP 1s conducting the high
priority Pl Processing function, 1t will not get to the worker

program that activates the "Ready-to-Receive" line. Therefore,
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any RTCC data transfer requests are-logged, and served only
after all PllProcessing is completé&.

After the RTCC Transfer request 1s logged, as shown .
in the rectangle of Diagram 6, i1t is next determined if any
more request have been initiated before time "T". Depending
on the outcome, a return will then be made to elther Dlagram
3 or 4, as described in the previous section.

7. Serving RTCC Request

After all the P1 Processing 1s completed, the Ready-
to-Recelve line to the RTCC, may be activated. Then, data
transfers may.be made between the RTCC, and the CP. The sub-
function shown on Diagram 7, 1s devoted to effecting these
transfers.

This diagram 1s entered from connector 6 on Diagram
3. At this point, 1t has been determined that all of the
interrupts have been Processed. Therefore, we are now ready
to proceed with the RTCC transfers.

The first step is one of loglc. It determines 1f
there had been any RTCC Transfer requests. If there are re-
quests in the log, the highest priority one will be selected
first, since this would be the first one to be served. Next

the character is transfered, which uses 0.0096 ms of time. .
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' The next operation 1s.a computation of the amount

of time the request had to walt (delay) before beilng served.
Since the request was initlated at Rij’ and 1t wasn't serviced
until "T", 1t suffered a delay of (T—R“). Actually, this
deiay quantity of (T'Rij) is not rigorous, since the request?t
would not be served exactly at time T. Rather, 1t would be
served a little later than T, because several instructions
would have to be executed before the.Ready-to-Recelve lilne
could be activated. However, the quantlty (T'Rij) 1s approxi-
mately correct, in that the error is considered inslgnifilcant.

The next operation 1s merely a recording Qf the amount
of delay. It seems advisable to keep a record of these trans-
fer delays for a gilven load situation, since 1t 1s concelvable
that thelr magnitudes could be serious.

The sub-function 1s now returned to connector 6, from
where 1t can be repeated as often as necessary. When all RTCC
requests have been served, the algorlthm 1s terminated as

shown.

8. Serving a High Speed Data Transfer Request on a P, Busy
Channel

Tis sub-function, which is shown on Diagram 8, de-
lineates serving another type of character transfer request.

This is a high speed data (HSD) line request on an I/O channel,
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that 1s busy with P1 Processing. Serving this type of request
is potentlially the most critical operation included in the
algorithm. For 1f an inordinate amount of time has been used
for Processing, not enough tlme will remaln to service this
type of request, and lost data will be the result.

The first operation on this diagram 1s entered from
Diagram 4, connector 7. At this polnt, 1t has been established
that the transfer request is on the same 490 computer 1/0
channel as the currently selected interrupt. In addition, 1t
has been established on Diagram 4, that both request, and
interrupt are on the lower priority HSD Computer I/O channel.
Now, 1f the clrcult (CLT) priority of the Transfer request 1s
lower than the interrupt priority, the request will not be
served. In this case, thls request wlll be inhiblted for one
P1 Processing interval before 1t can be examlned again.

If there are no more requests with initiation times
less than "T" (RiJ < T, the process returns through connector
1 to Diagram 2, where the most recently selected lnterrupt 1s
Processed. If there are more requests wlith initiatlon times
less than "T", they are classified by returning to Diagram 4,
through connector 3. Then they are Processed, as descrilbed

earlier in the discussion of Dilagram 4.
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wpen the-priority of the Transfer request is equal
to or greater than the interrupt priority, it is served by in-
creasing "T" by 0.0096 as shown in the oval on Diagram 8.
Although, in actual practlce the interrupt would be served
first, the request 1s served first in the algorithm. This is
simpler, and it is not considered to introduce a significant
error in the algorithm. The only time at which this could be
significant, is when the margin used, 1is calculated. There-
fore, at this time, the time differential introduced by this
inverted sérvice ordering, 1s corrected.

If the request Just Processed, 1n the oval of Dlagram
8, is an "output" (from the CP) request, there can be no data
loss, because the data 1s held in the CP until 1t can be out-
putted. In this case, the process returns to the upper branch
and continues on normally. It should be noted that any delays
to these output character transfers have not been computed.
The reason for this 1s that they are not expected to be sig-
nificaht._ However, 1n the future 1t may be desired to expand
the algorithm to take account of these delays. In thls case,
delays may be simply computed, in the same way as the RTCC re-
quests, which were explained in Section 7.

Let us now assume, that the transfer request sérved

in the oval on Diagram 8 was an "input". Since input transfers

must be accomodated in time, or lost data will result, the
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amount of margin used 1n serving this request must be com-
puted. This computation 18 covered on the next dlagram (9).

9. Computing Margin Used

‘This sub-function, which 1s shown on Dlagram 9, is
dedicated to determining Jﬁst "how close" we have come to
the time limitation of Pl Processing. This limit, as set
forth earlier, is the point at which data loss occurs.

At the outset (connector 8), it has been established
that a data character has been transferred into the 490 com-
puter. The time at which 1t will actually be in the computer
is (T + 0.05 ms). The derivation of this time is covered in
the following paragraph.

The value of "T" here, is the time at which P,
Processing has been completed for the previous 1lnterrupt,
plus the time to transfer this chafaéter. However, this
character transfer cannot take place until after a "Store
Channel" instruction is executed. This Store Channel instruc-
tion will be executed about 0,05 ms after Processing has com-
menced on the current interrupt. Therefore, the time at which
the data character will be transferred into the computer 1is

(T + 0.05).*

* This corrects the inverted order of servicing, which was
discussed in the previous sectlon.



- A-22 -

The time range or margin, over which the character
Transfer may take place, 1s the limit time less the request
initlation time, or (Lij'Rij*)‘ The segment of this margin
that was used to effect the transfer is [(T + 0.65) --RiJ].
The percentage of margin against data loss used, 1s given by
thelr ratio, times 100, as shown in the oval on Diagram 9.
If this quantity exceeds 100%, data loss 1s indicated.

Finally, the margin used in this particular case
(the 1th circult on channel J) is recorded, and the algorithmic
process continues. At the decision point we return to con-
“nector 1 on Dlagram 2, or connector 3 on Dlagram L, depending

upon the presence, or lack of more request inltiations.

* The derivation of these quantities 1s covered under "Initiali-
zation in Section 1.



TABLE 1

TABLE OF SYMBOLOGY FOR ALGORITHM

Variables
Running Variable for Time - Its value depends on
i1ts sequential position in the algorithm.
Initiation Time of a Request to transfer a data
character in or out of the central computer of
the Communications Processor.
Time Limit for serving a Request to transfer a data

character into the central computer.

Indices
Index of communicatlons circults.

Index of Input/Output (I/0) central computer

channels,

Example: R1J = Request initlation time to transfer a

data character on the'ith circult of

I/0 channel J.
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APPENDIX B

DELAYS TO CHARACTER TRANSFERS WITH THE RTCC

General

In the'course of the Pl Processing Analysis, it
was revealed that the most serlous consequence of using too
much time 1in Pl Processing, 18 the potential loss of data
from a high speed data line. 1In addition, a secondary
consequence was noted., This 1s the potentlal delay to data
- from the Real Time Computer Complex (RTCC). This problem
arises_because of the characteristics of the demand-response
interface between the RTCC and the Communications Processor
(cp).

1. Demand-Response Interface

The CP performs data transfers with the RTCC in
basically the same way that 1t performs data transfers with
the high speed data lines. This operation is described in
detail 1n the 1nitial sections of this memo. There 1s,
however, in the RTCC case, one notable exception. Thils is
the Ready-to-Recelve line, which runs between the CP and the
RTCC. Only when the CP 1s ready to accept data transfers from
the RTCC, it "activates" the Ready-to-Recelve line. When
thls occurs, data commences to flow in essentially the same

way as 1t does on the high speed data lines.
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The Ready-to-Recelve line 1s under the control of
a communications worker program, which 1; entitled the "U94
Handler." In the course of executing the sequence of instruc-
tions in this program, the Ready-to-Recelve line 18 actilvated.
2. Processing Load Effects |

If incoming data frame endings are appropriately
spaced 1n time, all of the Processing, associated with each
data frame, can be completed before the next frame must be
handled. In this case, 1f 1t 18 required, an excursilon
through the U94 Handler program can be made for each data
frame. This will permit activating the Ready-to-Recelve
line as each frame of data 18 processed, Therefore; 1f there
are any character transfers from the RTCC, they can be
accommodated as soon as the Ready-to-Recelve line 1s
activated.

If on the other hand, the data frames are not
spaced in time, but instead have coincident ending times,

a different situation results. In this case, the frame
endings willl, of course, cause a coincildent group of external
Interrupts to occur. Therefore, it wlll be necessary to
perform a "Record Interrupt Sequence" (Pl) of i1nstructions
for the entire group of frames. This must be done before any
other progréms can be called upon. This leads to the fact
that all P1 Processing for this coincident group must

be carried out, before we can get to the U94 Handler program.
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Consequently, any data characters destined for the CP, from
the RTCC, must wait in the RTCC untii P1 Processing 1is
completed. When P1 is cdmplete, the U94 Handler program
can be brought into play; the Ready-to-Recelve line can

be activated, and data transfers from the RTCC to the CP can

occur.

3. The Combined Gemini Live and Simulation Loads

This section 1s dedicated to an examination of tﬁe
effect of the foregoling characteristics on the comblned P1
Processing load. The comblned Gemini live plus simulation
load used in the body of this memorandum,vwas basedbupon
coincident frame endings. Therefore, 1f succeeding frames
of data were avallable for transfer from the RTCC after
T zeroe, they would have to be delayed. The amount of delay,
would be approximately the amount of time requlred to com-
plete the P1 Processing of the load. ‘As shown earlier, P1 |
Processing of the combined load required about 4.4 ms of
time. Therefore, if transfer requests from RTCC, occurred
at T zero + 5, where 5 1s 1nf1n1tesimally small, the trans-
fers would be delayed about 4.4 ms.

The flow of data characters 1in the other directilon,
i.e., CP to RTCC has not been quantitatively considered 1in
this analysis. The main reason for this is that the Ready-to-

Receive line in this direction is under the control of the




-—
[ ]

~ B-4 -

RTCC. Therefore, 1n order to perform a quantitative analysis
of CP to RTCC transfers, the analysis would have to include

the RTCC load, in relation to 1ts activation_of the Ready-to-
Receive line. However, this is beyond the scope of this work, .
Qualitatively, any delays to character transfers in this CP
to RTCC direction, are typically expected to be conslderably

less than those in the-other direction.




